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Abstract—Image quality assessment methods are used in different image processing applications. Among them, image compression and image super-resolution can be mentioned in wireless capsule endoscopy (WCE) applications. The existing image compression algorithms for WCE employ the general-purpose image quality assessment (IQA) methods to evaluate the quality of the compressed image. Due to the specific nature of the images captured by WCE, the general-purpose IQA methods are not optimal and give less correlated results to that of subjective IQA (visual perception). This paper presents improved image quality assessment techniques for wireless capsule endoscopy applications. The proposed objective IQA methods are obtained by modifying the existing full-reference image quality assessment techniques. The modification is done by excluding the non-informative regions, in endoscopic images, in the computation of IQA metrics. The experimental results demonstrate that the proposed IQA method gives an improved peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM). The proposed image quality assessment methods are more reliable for compressed endoscopic capsule images.

Index Terms—Image quality assessment, wireless capsule endoscope, compressed images, image compression.

I. INTRODUCTION

Wireless capsule endoscopy (WCE) is a tablet size camera with a radio frequency transmitter which can be easily ingested by patients to diagnose gastrointestinal abnormalities [1]. It enables the non-invasive imaging of the gastrointestinal tract with a high-resolution camera operating in the visible electromagnetic spectrum. The capsule captures the image of the inner wall of the human digestive system and transmits it to a data recorder located outside the patient’s body. The transmission of high-resolution images via a wireless link consumes high power and requires a high transmission bandwidth [2]. In order to reduce the power consumption and transmission bandwidth, image compression algorithms are included inside the capsule [3]. Image processing software on workstation is used to decompress and process the received images in order to improve the visual quality. Among the image processing methods, super-resolution algorithms [4] are proposed to improve the spatial resolution of the images, image post-processing and error-correcting codes are proposed to suppress the distortion due to transmission channel noise [5], and computer-aided diagnosis systems [6] are used to improve the detection of abnormalities during the evaluation phase. Generally, high quality images are required for accurate diagnosis of abnormalities. Ideally, lossless image compression methods are needed to retain all information in medical images. However, the lossless image compression algorithms achieve a low compression rate. It cannot significantly reduce the power consumption and the bandwidth requirement of the WCE transmission system. Hence, lossy image compression algorithms are preferred to achieve a high compression rate. The amount of information loss due to the compression process should not affect the diagnosis outcome [7]. On the other hand, image compression algorithms that have high information loss achieve a high compression rate. A good compromise between the image quality and compression rate needs to be maintained in this particular application.

In order to design an image compression algorithm that can achieve a high compression ratio without affecting the diagnosis accuracy, we need reliable image quality assessment methods. Such methods can help us to optimize the parameters of the image compression algorithms, such as quantizer values and sub-sampling factors [2]. The image quality assessment methods can be categorized into two groups: the subjective and objective quality assessment methods [8]. The subjective quality assessment method is more accurate, time-consuming, and expensive. Hence, the objective image quality assessment methods are widely used in practice. The objective image quality assessment methods are widely used to quantify the quality of medical images in compression algorithms [2], [3]. Among the popular methods, the peak signal-to-noise ratio (PSNR) [9], structure similarity index (SSIM) [10], and feature similarity index (FSIM) [11] were employed to evaluate the distortion introduced due to the quantization operation of the endoscopic image compression algorithms. In literature, a minimum peak signal-to-noise ratio (PSNR) value of 30 dB has been considered to be sufficient for accurate diagnosis of pathology in endoscopic images [12]. However, in [7], [13], a PSNR value of 35 dB was considered as a threshold value for an accurate diagnosis of abnormalities using medical images. A reliable objective IQA method for WCE application will help to preserve the information needed for accurate diagnosis of abnormalities and optimize the parameters of image compression algorithms. Some of these IQA methods, for instance, PSNR and SSIM, give equal importance to all parts of the image in their evaluation of the image quality assessment metrics. However, the quality of all the parts of the image may not be equally important in some applications. For example, in an endoscopic capsule image, the four corners of the image are non-informative regions. The pixels in those regions are all zero. These regions have no important
information, and the quality of the pixels in these regions is unaffected by the image compression algorithms. This makes the existing objective image quality assessment techniques less reliable for WCE application, and their correlation with the subjective assessment techniques is low. In this work, we present an improved objective image quality assessment methods that exclude the impact of the non-informative regions. The proposed ad-hoc algorithm improves the performance of general-purpose algorithms by incorporating knowledge about the nature of the images. The incorporated knowledge helps these algorithms to completely remove the impact of non-informative regions in the IQA metrics calculation.

The existing objective IQA methods can be classified into three categories based on the availability of reference images [14]. These are full reference, reduced reference, and non-reference IQA methods. The focus of this paper is on full reference IQA methods for compressed endoscopic capsule images. The full reference IQA methods can be further divided into two broad categories. The first category uses statistical error metrics such as mean square error (MSE), PSNR, and visual signal-to-noise ratio (VSNR), etc. And the second category takes into account the knowledge of the human visual system (HVS), which includes FSIM, SSIM, Visual Information Fidelity (VIF), etc. These IQA metrics are general-purpose methods and may not be suitable for some applications. An example is an image taken using a capsule camera, as shown in Fig. 1. Due to the circular shape of the lens of the capsule camera and the rectangular shape of the image sensor arrays, the four corners of the WCE image are occluded from the illumination source. The corner regions of this image have no important information. and, all of its pixel values are zero. It also creates a sharp transition boundary between the corner regions and the circular visual region of the image. We can put forward the following two observations from the nature of endoscopic capsule images. First, the quality of the four corner regions of endoscopic images is unaffected by lossy image compression algorithms since all pixel values are zeros. This affects the statistical error based image quality metrics such as MSE and PSNR. Second, the sharp transition boundary between the corner regions (non-informative regions) and circular visual region of the endoscopic capsule image is highly affected by lossy image compression algorithms that involve sub-sampling and quantization such as DCT-based [15] and DWT-based [16] algorithms. Similarly, the quantization and subsampling operation in DPCM-based [17], [18], and error due to inadequate side information in distributed video coding algorithms [19]. However, this region has no significant information relevant to the diagnosis of abnormalities in the gastrointestinal tract. Most of the IQA methods that use the knowledge about the human visual system, such as FSIM, SSIM, VIF, etc., estimate the information content of image regions based on the variance of the image blocks. An image block that lies in the boundary between the non-informative regions and the circular visual region has a very high variance. The presence of this high variance region significantly affects the reliability of the IQA metrics for this particular domain of images.

Generally, we can use three types of knowledge in the design of image quality assessment methods. These are pieces of knowledge about the human visual system (HVS), statistics of the image, and the distortion type [14].

The previous works on this topic assessed the suitability of the general-purpose image quality assessment methods for WCE application. Both subjective and objective image quality assessment methods were presented [20]–[22]. However, the objective image quality assessment methods for compressed WCE images [20] have not taken into consideration the peculiar nature of the WCE images. By using the knowledge about the WCE camera, we developed more reliable image quality assessment methods. In this work, we use the knowledge about the statistics of the image acquisition system to improve the performance of the general-purpose objective IQA methods for wireless capsule endoscopy applications. The contribution of this work is that it excludes non-informative regions in the computation of objective image quality assessment methods for WCE application. To the best of our knowledge, this is the first work which takes into consideration the peculiar nature of WCE images in the image quality assessment method for WCE application. The remaining sections of the paper are organized as follows. Section II discusses the analysis of the proposed IQA method. In Section III, the result and discussions are given. Finally, the conclusion is given in Section IV.

II. ANALYSIS OF THE PROPOSED IMAGE QUALITY ASSESSMENT METHODS

The proposed IQA algorithm improves the performance of the general-purpose IQA methods by excluding the following two regions in the computation of the IQA metrics. These are: (1) the non-informative (corner) regions, and (2) the boundary between the corner regions and the circular visual region. This section will investigate the overall impact of excluding these two regions in the computation of general-purpose IQA metrics for WCE application. The block diagram of a full-reference image quality assessment method is depicted in Fig. 1. The image is compressed to reduce its size for storage or transmission. The lossy image compression process introduces distortion to the image. In both DPCM-based [2] and DCT-based [23] image compression algorithms, the chroma subsampling and quantization processes introduce distortion. The compressed image is then decompressed (decoded) for visualization. The amount of distortion in the decompressed is quantified using image quality assessment method. The image quality assessment method takes both the decoded image and the reference image to compute the objective image quality assessment metrics.
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A. The Effect of Corner Regions

As shown in Fig. 2, the visual region of the capsule camera is the circular region. For the image of size \( W \times W \), the area of the visual region is \( \frac{\pi W^2}{4} \), and the area of the whole image is \( W^2 \). The total area of the non-informative regions, \( A_{ni} \), is given by:

\[
A_{ni} = W^2(1 - \frac{\pi}{4})
\]

For \( W = 256 \), \( A_{ni} = 14064 \) pixels. This is about 21.46% of the total pixels of the image, which constitutes nearly 220, 8 x 8 patches. The total number of pixels in the non-informative region is more than one-fifth of the total numbers of pixels of the image, and the impact on the image quality assessment metrics must be considered. The exclusion of the pixels in the non-informative regions in the computation of image quality assessment metrics improves the reliability of the methods. Several image quality assessment methods were used to evaluate the performance of wireless capsule endoscopy image compression algorithms. Among them, mean squared error (MSE) and peak signal-to-noise ratio (PSNR) can be mentioned [2]. These methods give equal importance to all pixels in the image during the computation of quality assessment metrics. Hence, they are generally not correlated with subjective image quality assessment methods [25]. They are used because they are based on the energy of the error signal (difference in signal between the images being compared), which is preserved after linear unitary (orthogonal) transforms such as Discrete Cosine Transform (DCT). The MSE and PSNR are computed using the following equations [9].

\[
MSE = \frac{\sum_{i=1,j=1,k=1}^{M,N,3} (X_{i,j,k} - Y_{i,j,k})^2}{M \times N \times 3}
\]

\[
PSNR = 10 \log_{10}(\frac{255^2}{MSE})
\]

Where \( X_{i,j,k} \) is the pixel value of the reference image, \( Y_{i,j,k} \) is the pixel value of the decompressed image, \( M, N \) are sizes of the image, \( i, j \) are spatial coordinates of the image array and \( k \) is the index of the color components of a color image.

As described above, the pixel value error in the corner regions of an endoscopic image during the compression process is zero, but the number of pixels shown in equation (2) includes the corner pixels. This reduces the MSE and increases the PSNR which makes these methods less correlated with the subjective image quality assessment method.

To alleviate this drawback, the modified versions of mean squared error (MSE_WCE) and peak signal-to-noise ratio (PSNR_WCE) are given below.

\[
MSE_{WCE} = \frac{\sum_{i=0,j=0,k=0}^{M,N,2} (X_{i,j,k} - Y_{i,j,k})^2}{M \times N \times 3 - 3 \times N_c}
\]

\[
PSNR_{WCE} = 10 \log_{10}(\frac{255^2}{MSE_{WCE}})
\]

Where \( N_c \) represents the number of corner pixels.

The number of corner pixels, in equation (4), includes those pixels whose values are unaltered by the image decompression process. It should be noted that the corner pixel values which are near to the boundary between the visual and corner regions are affected by the reconstruction process of the lossy image decompression algorithms.

Furthermore, the effect of the pixels in the corner regions on the objective image quality assessment methods can also be investigated using the structural similarity index (SSIM). It is given by the following equation [10].

\[
S(X,Y) = \frac{(2\mu_x \mu_y + C_1)(2\delta_{xy} + C_2)}{(\mu_x^2 + \mu_y^2 + C_1)(\delta_x^2 + \delta_y^2 + C_2)}
\]

Where \( \mu_x, \mu_y \) are the mean values, \( \delta_x, \delta_y \) are the unbiased standard deviations of the reference and distorted images respectively, and \( C_1, C_2 \) are constants. From equation (6), we can conclude that the presence of zero-value corner pixels reduces the mean values and increases the values of variances in both the reference and distorted images. Moreover, the corner regions have no structural units that can be affected by compression algorithms. Hence, the structures in the decompressed and original images are similar in the corner regions of endoscopic images. This tends to increase the SSIM value, which is misleading.

To eliminate the effect of the corner regions, the pixel values in the circular visual regions only are included in the computation of IQA metrics. We clip the corner regions and compute the metrics. Overall, the presence of corner regions in capsule endoscopic images increases both PSNR and SSIM values during the evaluation of the quality metrics of the image compression algorithms. Hence, the exclusion of the corner regions in the image quality assessment metrics computation of wireless capsule endoscopy images makes the metrics more reliable. This is due to the fact that non-informative regions are not affected by the image compression process, and it increases the image quality scores of the IQA methods.

B. The Effect of Boundary Region

Unlike natural image boundaries, the boundary between corner regions and the circular visual region has a sharp pixel value transition. Consequently, it contains large high-frequency components when a block-based transform image compression algorithm is applied. The high-frequency components are quantized using larger quantizer values in such algorithms. Hence, this region is highly distorted by image compression algorithms. The highest distortion occurs in this region in both DPCM-based image compression algorithms that employ sub-sampling [2] and transform coding (DCT and...
DWT) methods \[15\], \[16\]. This is due to the fact that there is little correlation between the corner pixel values and those in the visual region.

The drawback of the existing objective image quality assessment methods for WCE is that both the PSNR and the SSIM values decrease as a result of the artificial boundary. This leads to unrealistic quality metrics value. Fig. 3 shows the scaled structural similarity map of the image given in Fig. 2(a). As we can see from the figure, the boundary between the corner regions and the circular visual region shows a very high difference. Unlike the rest of the region, the boundary region pixels are uncorrelated. This leads to significantly large high-frequency components in block-based transforms. Similarly, the uncorrelated nature of the pixels leads to a large error in subsampling based image compression algorithms. However, the distortion in this region has no effect on the quality of the visual perception of the image for gastrointestinal abnormalities.

Similar to the corner regions, the proposed solution in this work is the exclusion of the boundary region in the computation of IQA metrics. In this particular case, thread-like region whose width is 17 pixels (8 pixels into the corner region and 8 pixels into the visual region) perpendicular to the boundary is considered as a boundary region. The exclusion of the boundary region pixels helps us achieve reasonable image quality assessment metrics for WCE.

III. RESULTS AND DISCUSSIONS

The experimental setup, the results obtained from the experiments, and the analysis of the results are discussed in this section.

A. Experimental Setup

Extensive experiments were performed to compare the proposed IQA methods with general-purpose IQA methods. The experiments were designed and implemented by modifying the existing lossy image compression algorithms, which were proposed for WCE application. These image compression algorithms use DCT \[15\], DWT \[16\], and DPCM with subsampling \[2\] based image processing methods. The comparative analysis of the general-purpose and the proposed IQA methods was performed. The two selected IQA methods used in this work for demonstration purposes are PSNR and SSIM. These metrics are chosen here because they are widely used in the performance analysis of image compression algorithms for WCE. In addition to that, the two methods are good representatives of the two categories of objective IQA algorithms. PSNR is based on the statistical error, and SSIM is based on the HVS perception \[26\], \[27\]. The main goal of these experiments is to prove the concept in practical scenarios using comparative analysis. It is not to compare the performance of different image compression algorithms.

In order to evaluate the performance of the proposed IQA methods, 120 images from Gastrolab \[24\] were selected. The selected images are in RGB format with different resolutions. The images from this database were used in the performance evaluation of several image compression algorithms \[2\], \[17\].

B. Analysis of Results

The comparison of mean squared error (MSE) of the pixel values in the boundary region and those inside the visual area are shown in Fig. 4. As shown in the figure, the average MSE values of pixels in the boundary region are 54.82, and those of the pixel values inside the visual area are 3.55 for standard JPEG image compression algorithm with quantizer value of 1.5. This shows that the pixels around the boundary region are highly affected by the compression algorithms due to the lack of correlation of the pixel values in the two regions. This leads to IQA metrics, which has less correlation with the subjective image quality assessment method.

The performance of the proposed ad-hoc IQA methods are evaluated using the implementation of eight different image compression algorithms which were proposed for WCE application. Both the general-purpose and the proposed IQA methods were implemented for comparative analysis. The summary of the comparison is given in Table I. As compared to the conventional IQA methods, the proposed algorithm that employs only the exclusion of corner regions in the IQA metrics computation achieves lower values of PSNR and SSIM. When the corner region pixels, which are not affected by the image compression process, are excluded from the computation of the IAQ metrics, the MSE increases as given in equations 2 and 4. This, in turn, leads to a lower PSNR value in all the image compression algorithms as shown in equations 3 and 5. On the other hand, the exclusion of
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The comparison of different image quality assessment methods.

<table>
<thead>
<tr>
<th>Image Compression Methods</th>
<th>Conventional IQA Methods</th>
<th>Proposed IQA Methods for WCE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR (dB)</td>
<td>Corner Clipping</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>Corner Clipping and Boundary Region Exclusion</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PSNR (dB)</td>
</tr>
<tr>
<td>JPEG-based [3]</td>
<td>30.79 0.9998</td>
<td>30.07 0.9997</td>
</tr>
<tr>
<td>DPCM-based [2]</td>
<td>38.23 0.9996</td>
<td>37.50 0.9995</td>
</tr>
<tr>
<td>DCT-based [15]</td>
<td>38.62 0.9987</td>
<td>37.89 0.9985</td>
</tr>
<tr>
<td>DWT-based [16]</td>
<td>39.90 0.9899</td>
<td>39.42 0.9894</td>
</tr>
<tr>
<td>Modified H.264 [28]</td>
<td>38.29 0.9990</td>
<td>37.57 0.9988</td>
</tr>
<tr>
<td>DCT-based [29]</td>
<td>43.60 0.9995</td>
<td>42.88 0.9994</td>
</tr>
<tr>
<td>DCT-based [30]</td>
<td>31.45 0.9991</td>
<td>30.73 0.9991</td>
</tr>
<tr>
<td>DCT and sub-sampling [23]</td>
<td>35.99 0.9049</td>
<td>35.26 0.9009</td>
</tr>
<tr>
<td>Average</td>
<td>37.11 0.9863</td>
<td>36.42 0.9857</td>
</tr>
</tbody>
</table>

The boundary region which is highly affected by the image compression processes reduces the MSE value and increases the PSNR value. In a nutshell, the exclusion of the corner regions alone reduces the PSNR value, whereas the removal of corner pixels alone increases the PSNR value. For the eight image compression algorithms implemented shown in Table I, the exclusion of corner regions in the computation of PSNR alone reduces it from 37.11 dB to 36.42 dB on average. Similarly, the exclusion of both corner regions and boundary region increases the PSNR value to 38.37 dB on average. This gives an improvement of 1.12 dB average value of PSNR. Hence, the combined effect is dominated by the impact of the boundary region between the corner regions and the visual region because this region is highly distorted by most the image compression algorithms due to the existence of sharp transition of pixel values at the boundary which leads to large values of high frequency components. This is consistent in all the images, compression algorithms. The observed PSNR value difference obtained differs from one algorithm to another since different algorithms induce a different level of distortion to the boundary region of WCE image.

Unlike the PSNR, SSIM value depends on image contrast, hue, and distribution of error [26], [27]. Because of this, we have not obtained a consistent pattern of changes in all image compression algorithms shown in Table I. On average, it is observed that the SSIM decreases from 0.9863 to 0.9857 with application of only corner clipping algorithm. It has increased to 0.9865 of average SSIM value with both corner clipping and boundary region omission in the computation of objective IQA for WCE images.

Obviously, the level of distortion of the corners pixels is zero since all the pixel values are zero. As a result, the average SSIM and PSNR values reduce when the corner region pixels are omitted in the computation of IQA metrics. The overall effect of corner clipping is decreasing the considered IQA metrics on average. The IQA metrics, which exclude only the boundary regions in the IQA computations, achieve a lower value of MSE compared to the original value as depicted in Fig. 4. Hence, it results in higher values of PSNR and SSIM than those of the conventional methods. This is due to the fact that the boundary region is highly affected by the image compression processes. The quantization and sub-sampling algorithms introduce high error at the boundary between the informative and non-informative regions due to the abrupt transition of intensity values of pixels in WCE images, as shown in Fig. 3. The distortion in these regions has no significance for the detection of abnormalities in this particular application. The modified IQA metrics, which are implemented with a combination of both corner clipping and boundary region exclusion in IQA metrics computation, show more realistic metric values than the conventional methods. Generally, the cumulative effect of excluding both regions is dominated by the impact of the boundary pixels. This shows that the distortion that occurs in the boundary region dominates the overall process, and the proposed IQA metrics are higher than that of the general-purpose IQA metrics. The simulation result shows consistent results for the majority of the evaluated image compression algorithms and test images, as shown in Fig. 5 (b).

Overall, more consistent image quality assessment metrics that are more correlated with subjective image quality assessment are proposed in this work, which can be reliably used in the image compression and super-resolution algorithm optimization process. The exclusion of the informative regions in the computation of the image quality assessment methods can slightly increase the computational complexity of the objective image quality assessment methods. However, with
the workstation computational power, we have now, its impact in practical scenarios is negligible in terms of delay.

IV. CONCLUSION

In this paper, an application-specific objective image quality assessment method for wireless capsule endoscopy is presented. The proposed method uses knowledge about the statistics of the image acquisition system to improve the performance of the general-purpose image quality assessment methods. Specifically, the corner regions, which are not affected by image compression algorithms, and the boundary regions between informative and non-informative regions, which are highly distorted by the image compression algorithms, are excluded in the computation of the objective image quality assessment metrics. The distortion in these two regions has no significance for the detection of abnormalities in this particular application. Hence, the proposed algorithm has a higher correlation to subjective quality assessment than the general-purpose IQA metrics. The overall impact of excluding the two regions in the computation of IQA metrics is that the general-purpose image quality measures are lower than the IQA measures proposed for WCE particular application. The proposed IQA method can be used in the optimization of image compression and image super-resolution algorithms. The proposed algorithm can easily be applied to other image quality assessment methods such as FSIM [11] etc.
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